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Please note that the rubric of this paper is made different from many other papers.

Section A consists of THREE questions (Questions 1-3) and 40 marks in total.
Section B consists of TWO questions (Questions 4, 5) worth 60 marks each.

Answer ALL Questions 1-3 in Section A, and ONE Question from Section B (either
Question 4 or Question 5).

Figures in square brackets indicate the percentage of available marks allocated to each
part of a question.
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SECTION A

Answer all three questions in this section.

1. Multiple Choice Questions: choose EXACTLY ONE answer to each part

PeepingTim.co are a film rental site that charges a monthly fee for membership and pro-
vides users with ranked lists of films that they recommend are next viewed. PeepingTim.co
uses matrix factorization to assess their users preferences and the subject matter of the films.
PeepingTim.co ask their users to rate films they have viewed and they have a large data base
of ratings, y; j, where user i rates film j with a score from 1 to 5. The presence or absence of
a particular rating of a particular film in the data base is represented by s; ; with s; ; = 1 if user
i has rated film j in our data base and s; ; = 0 otherwise. PeepingTim.co pre-process their
data by subtracting off the data mean u from the ratings.

a) PeepingTim.co decides to minimize a sum of squares error to approximate the factors
of the matrix. If user i has a taste preference represented by a vector u; and the subject
of a film is represented by a vector v;, which of the following would mathematically
represent the objective function. [3%]

() X jsii(w vj)* —sijvi;
(i) X jsij(wvj—yij)?
(iiy trYS—UV'

(v) (y—UV)(y-UV')
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b)  Which of the following characteristics is not true of applying stochastic gradient descent
to this problem. [3%]

(i) Care needs to be taken when when setting the learning rate as if it is too large
the minimum can be overshot.

(i) Updates only need to be carried out if the rating has been made.

(iii) Convergence is always guaranteed to the global optima with fewer iterations than
batch gradient methods.

(iv) The use of momentum terms can speed up convergence through providing a

moving average estimate of the gradient over time.

c¢) The recommender system is fully trained. User Simon3477 has preferences repre-
sented by the vector u; with elements given by

u; = [1.4 —1.3 1}.
The latest “James Regent” Film, Commodore is represented by the vector
\ [1.5 1 —0.7}

and the mean of the data is given by 2.1. PeepingTim.co wishes to use their matrix
factorization to predict Simon3477’s interest in the new film. Which rating below comes
closest to that prediction.

[3%]
(i) 3.5 stars
(iiy 2 stars
(iii) 4 stars

(iv) 1 star
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d) The probabilistic interpretation of the least squares objective means that predictions
from PeepingTim.co’s system are approximating: [3%]

(i) The logarithm of the odds ratio between the highly rated and lowly rated films
(i) The probability that a user will watch the film.

(i) The mean of a Gaussian random variable representing the distribution of quality
scores.

(iv) The variance of the scores for those users in the neighbourhood.

e) PeepingTim.co’s data scientist suggests principal component analysis (PCA) as an al-
ternative approach to modelling. Which one of the following is not true of PCA?
[8%]

(i) The the principal components can be found by eigendecomposition of the data
covariance matrix.

(i) The probabilistic interpretation of PCA assumes a Gaussian prior over latent
features.

(i) The likelihood in probabilistic PCA assumes that data points are conditionally
independent given the model parameters.

(iv) PCA can only be applied to data which is known to be drawn from a multivariate
Gaussian.
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2. In the answer booklet, state whether each of the following mathematical equalities is True or
False.

a)  pOylx) = ply)p(y) [2%]
b)  plxly) = % [2%]
o b 2%
-
o L) _ pOK) (2%
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3. Consider the following five equalities:

(1) Y=uv'

2 y=v uu'v

(3) y=u'diag(u)v
4) y=Tr(uv')
(5) y=v'diag(u)

Find the correct equality that matches each of the following pieces of python code. Assume
that the mathematical operator Tr(A) sums the diagonal elements of the square matrix A and
the operator diag(z) forms a diagonal matrix with diagonal elements given by elements of z.
Assume that in python the numpy library as been imported as np and we are given u and v as
one dimensional numpy arrays.

a) vy = np.sum(u*v) [3%]
b) vy = u*v [3%]
C) y = np.outer(u,v) [3%]
d) vy = np.sum(v*u**2) [3%]
€) y = np.sum(u*v)**2 [3%)]
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SECTION B
Answer EITHER Question 4 OR Question 5 in this section.

4. This question deals with regression in machine learning.

a) What is the difference between extrapolation and interpolation? [10%)]

b) In a regression problem we are given a vector of real-valued targets, y, consisting of n
observations y; ...y, which are associated with multidimensional inputs x;...x,. We
assume a linear relationship between y; and x; where the data are corrupted by inde-
pendent Gaussian noise giving a likelihood function of the form

1 1 &
2y Z ow T w2
where X is a design matrix containing all the data points, each data point being a column

vector constructed by taking a row from X.

(i) Show that the maximum likelihood solution for the regression weights is given
through solution of the following matrix equation

X' Xw=X"y.
[35%]

(i) In practice what challenges can arise when solving this equation and how could
they be addressed? [15%]
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5. This question concerns dimensionality reduction. In the question you will need to use linear
algebra and your understanding of latent variable models to compute the marginal likelihood
and posterior density associated with probabilistic PCA.

a)

We are often presented with data containing many thousands of features. Dimensional-
ity reduction attempts to represent each data point, y;, with a latent variable, x;. Describe
what is meant by the term latent variable. [15%)]

Consider the following Gaussian likelihood of the ith data point given its corresponding
latent variable,

1 1 & 2
W,062,%) = ————exp | —=— ( : -—WTX~> ;
p(yil i) (chz)g p ( 262 ]_; Yi,j kA

where w; is a vector taken from the kth row of the mapping matrix, W, which defines the
linear relationship between the latent variables and 67 is a noise variance parameter.

Given a Gaussian prior distribution for the g dimensional latent variables,

1 1
p(x;) = (271:)% exp (_ixi X,> ,

show that the posterior distribution for a single latent variable is given by

1 1
2 Ty—1
p(x;|W,0%,y;)) = ———exp (—— Xi—u,) X (X—u >,
(xi] i) iz 5 (%i— 1) (%i — 1)

where ¢ is the dimensionality of the latent space and the covariance and mean of the
posterior are given as X, = (6 W 'W+1I) ! and u, =0 2L, W'y, [30%]

Use the properties of multivariate Gaussians and the fact that our likelihoods imply that
Xj ~ N(071)

€~ 9\[(0,621)
yi = WX; +&

to show that the form of the marginal likelihood for any given data point isgiven by

1 1 _
p(yilW,6%) = ———exp (-?’?C lyz') :
(2m)2 |C|?
where the covariance matrix of this Gaussian is given by C = WW T + 621 [15%]
END OF QUESTION PAPER
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